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A B S T R A C T

As an important tool for air quality simulation, the Community Multiscale Air Quality (CMAQ) model is widely
used in the environmental modeling community. However, setting up and running the CMAQ model could be
challenging for many scientists, especially when they have limited computing resources and little experience in
handling large-scale input data. In this study, we explore the cloud-based Web Processing Service (WPS) and
present the Cloud WPS framework to support implementing Earth science model as WPS. Specifically, to make
CMAQ easier to use for scientists through the latest standard-based Web service technology, CMAQ-WS, a
prototype of CMAQ as a Service, is developed and tested. The result of the experiment shows the framework
significantly improves not only the performance of but also ease of use of the CMAQ model thus providing great
benefits to the environmental modeling community. Meanwhile, the proposed framework provides a general
solution to integrate Earth science model, WPS, and cloud infrastructure, which can greatly reduce the workload
of Earth scientists.

1. Introduction

The volume of Earth Observation (EO) data is growing in the ex-
ponential level during the past decade. According to the statistic of
NASA's Earth Observing System Data and Information System
(EOSDIS), the average daily archive growth of EO data is 15.3 TB/day
between Oct 1, 2016 to Sept 30, 2017, and the total archive volume is
23.8 PB, which has been increased over 3 times with 7.4 PB as in 2012
(EOSDIS, 2018). As the result, the computing and storing capabilities of
traditional desktop GIS tools are becoming limited and insufficient.
Scientists may face a lot of big data issues while processing large vo-
lume of EO data, such as how to unify the formats of different remote
sensing data, how to obtain useful information in the huge volume of
data, how to improve the efficiency of remote sensing data manage-
ment/analysis, and how to facilitate data security, accessibility, con-
nectivity, and quality (Di, 2016; Di et al., 2016). Fortunately, with the
rapid development of information technology, new approaches such as
big data management/analysis, cloud computing/service, Web services,
the Internet of Things (IoT), machine learning, semantic web, work-
flow, sensor web, scalable database, data-intensive computing, and
advanced analytics are being enabled in the Geographic Information
System (GIS) and remote sensing, which drive GIS from the traditional
Geographic Information Systems to Geographic Information Services

(GIServices) (Yue et al., 2015a).
The dissemination of massive Web-based GIServices significantly

lowered the entry barrier for accessing EO data and greatly simplified
the workflow for processing EO data (Swain et al., 2015; Tan et al.,
2016; Vitolo et al., 2015; Yue et al., 2015b). GIServices have very ex-
tensive applications in many societal sectors ranging from government,
academia, to industry. For example, GEOSS (Global Earth Observation
System of Systems) coordinates a set of independent Earth observation,
information and processing resources with contributions from countries
around the world and international organization members of the Group
on Earth Observations (GEO) to facilitate access, monitoring, sharing of
global environmental data and information via GIServices. It makes use
of Web-as-a-Platform to implement a System-of-System architecture
(Nativi et al., 2015). GeoBrain and its GeOnAS (GeoBrain Online Ana-
lysis System) integrate Web service based analysis and OGC standards-
based data access to discover, retrieve, analyze, and visualize geospatial
data (Di, 2004a). The SEPS (Self-adaptive Earth Predictive System)
framework sets the general sensor web approach for coupling Earth
system models with EO data via GIServices (Chen et al., 2010; Di, 2007;
Yu et al., 2010; Zhang et al., 2012).

Along with the development of GIServices, the concept of Model
Web, Model as a Service, and Service-Oriented Architecture (SOA) are
proposed to facilitate the interoperability of models across
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environmental modeling community (Castronova et al., 2013; Goodall
et al., 2011; Granell et al., 2010; Nativi et al., 2013). On the other hand,
as a major technology for delivering computing to address big data
challenges, cloud computing provides a cost-effective way for Earth
scientists to store, access, and model with the large volume of EO data
(Buyya et al., 2009; Nativi et al., 2015). Rather than using the tradi-
tional desktop GIS software on the local PC, modeling EO data with the
cloud-based GIServices system can relieve users, especially non-tech-
nical ones, from the time-consuming EO big data processing and re-
quirement on local high-end computing facility due to the high-per-
formance computing capability offered by the powerful server-end
infrastructure. A series of studies on utilizing cloud-based cyberinfras-
tructure to facilitate GIServices have been done (Horsburgh et al., 2016;
Jin et al., 2017; Morsy et al., 2018; Sun et al., 2017b; Wang et al.,
2013).

It is known that the traditional way of setting up the Earth science
model for researchers and scientists who do not have the strong tech-
nical background can be difficult. Since most models are open source
project that many scientists and institutes have contributed to, the
process of installing and configuring the model is not as easy as com-
mercial software. Even after successful installation, users may still face
many barriers, including the difficulty of collecting input data from
different sources, incompatibility of data formats, unavailability of the
data products, and limitation of computing resources. From the per-
spective of modelers, a series of questions are put forward: Can the
installation and configuration processes of the Earth science model be
simplified? Can the Earth science model be published as a service? Can
the service be accessed and interoperated through the standardized
interface? Can the performance of the model be improved by moving
the computing from local to the cloud? To address the above questions,
in this study, we present a cloud-based Web Processing Service (WPS)
framework. Specifically, the Community Multiscale Air Quality
(CMAQ) model, an essential tool that is being widely used for air
quality and pollution simulation in the environmental modeling com-
munity, is implemented as CMAQ-WS, a prototype of CMAQ as a
Service, based on the proposed framework.

The following is the structure of this paper. Section 2 introduces the
design of the Cloud WPS framework. Section 3 demonstrates system
architecture, workflow, and benchmark of CMAQ-WS. Section 4 sum-
marizes the answers to the questions that posed above, addresses lim-
itation of the current implementation, and discusses the potential im-
provement methods and future works. The conclusion is given in
Section 5.

2. Design of Cloud WPS framework

2.1. OpenGIS Web Processing Service

The OpenGIS® Web Processing Service is an OGC (Open Geospatial
Consortium) Web service interface standard for geospatial processing
services. Generally, a Web service could be described as the self-con-
tained, self-describing, modular applications that can be published,
located, and dynamically invoked across the Web (Di, 2004b). Further,
a geospatial Web service is a modular Web application that provides
services on geospatial data, information, and knowledge (Di et al.,
2005). OGC Web Services (OWS) refers to those services that reflect

OGC vision for geospatial data and application interoperability and is
one of the most widely used geospatial Web Services. With the pro-
liferation of GIServices, a lot of OGC standards and specifications have
been developed. Among them, WPS serves as the standard for the ap-
plication service that provides the capability to wrap any geospatial
processing capability, regardless of the source, as a Web service with a
standard interface so that it can be integrated into existing Web service
workflows. Besides, OGC also has developed a series of Web service
specifications that have been widely disseminated in geospatial do-
mains such as Catalogue Services for the Web (CSW), Sensor Observa-
tion Service (SOS), Web Coverage Service (WCS), Web Feature Service
(WFS), and Web Map Service (WMS).

OGC WPS standard defines (1) rules for standardizing how inputs
and outputs (requests and responses) for geospatial processing services,
such as polygon overlay; (2) how a client can request the execution of a
process; (3) how the output from the process is handled; and (4) an
interface that facilitates the publishing of geospatial processes and cli-
ents’ discovery of and binding to those processes (OGC, 2018a). Due to
the popularity of WPS in the geospatial field, several open source GI-
Services packages have implemented WPS, such as 52° North WPS,
PyWPS, and GeoServer WPS. Many WPS-based products have been
developed to facilitate the geoprocessing over the Web (Dubois et al.,
2013; Feng et al., 2011; Rosatti et al., 2018; Yue et al., 2010).

Currently, OpenGIS Web Processing Service 1.0.0 (OGC, 2007) is
the most widely used WPS interface standard. Core operations defined
in WPS 1.0 interface standard include GetCapabilities, DescribeProcess,
and Execute, which are similar with other OGC Web Services such as
WCS, WFS, and WMS. As the continuation of WPS 1.0 standard inter-
face, WPS 2.0.2 (OGC, 2018b), the latest version of OGC WPS interface
standard, offers two new core operations: GetStatus and GetResult,
supporting both immediate processing for quick computational tasks
and asynchronous processing for more complex and time-consuming
tasks. However, due to the retro-compatibility issue, WPS 2.0 does not
interoperate very well with WPS 1.0. Table 1 summarizes the descrip-
tion of core operations offered by the WPS standard interface.

2.2. Cloud computing technology

Cloud computing technology plays an important role in GIServices.
By shifting the computing resources to the cloud, the computing cap-
ability available for users could be far more powerful than what a single
local device (such as a workstation, desktop, laptop, smartphone or
tablet) can ever offer. According to the description by National Institute
of Standards and Technology (NIST), the cloud could be described with:
(1) five essential characteristics: on-demand self-service, broad network
access, resource pooling, rapid elasticity, measured Service; (2) three
service models: Software as a Service (SaaS), Platform as a Service
(PaaS), Infrastructure as a Service (IaaS); and (3) four deployment
models: private cloud, community cloud, public cloud, and hybrid
cloud. The architecture of spatial cloud computing covering IaaS, PaaS,
SaaS, and DaaS has been discussed in (Yang et al., 2011). The feasibility
of integrating geospatial Web services and cloud infrastructure for EO
data processing has been explored in many studies (Chen et al., 2012;
Shao et al., 2012; Zhang et al., 2017).

Compared with the conventional client-server architecture, the
cloud-based architecture provides a more flexible environment for

Table 1
Core operations of Web Processing Service.

Operation Description Supported WPS Interface

GetCapabilities request information about the server's capabilities and processes offered WPS 1.0/2.0
DescribeProcess request detailed metadata on selected processes offered by a server WPS 1.0/2.0
Execute execute a process comprised of a process identifier, the desired data inputs and the desired output formats WPS 1.0/2.0
GetStatus query status information of a processing job WPS 2.0
GetResult query the results of a processing job WPS 2.0
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Earth scientists to publish geospatial services and applications. As two
most common cloud deployment models, public cloud and private
cloud have been widely used to support GIServices. Public cloud is the
cloud service that is open to any user. According to the difference in
computing resources and services, consumers would be charged dif-
ferently from the vendors. Public cloud providers, such as Amazon Web
Services (AWS), Microsoft Azure, Google Cloud, IBM Cloud, and Oracle
Cloud, offer similar services on computing, storage, databases, devel-
oper/management tool, and application services. Comparing with the
public cloud, a private cloud provides more flexible operations and
capabilities but only available to a specific organization or a group of
permitted users. Characterized by its privacy, a private cloud is man-
aged by an organization or person the user belongs to or knows, rather
than some provider whom the user does not know. Thus it is accessed
only by a specific group of users and is not open to the public in most
cases. A private cloud can be quickly set up with the open-source IaaS
cloud management frameworks such as Eucalyptus, OpenStack,
CloudStack, and OpenNebula. Both public and private clouds have been
used to facilitate environmental modeling (Ercan et al., 2014; Essawy
et al., 2018; Kurtz et al., 2017).

2.3. High-level architecture of the Cloud WPS framework

This study has developed the Cloud WPS framework to facilitate
publishing the Earth science model as the open standard-based Web
service over the cloud. Fig. 1 shows the high-level architecture of the
Cloud WPS framework. The architecture consists of four building
blocks: hardware, platform, service, and client, and each block has a
number of subcomponents. This framework is designed based on the
existing cloud computing service model (Ghazouani and Slimani, 2017;
Yang et al., 2011). The hardware block is the foundational block of the
cloud-based WPS framework which consists of the physical cloud in-
frastructure. Generally, the physical cloud infrastructure is built with
the server cluster and provides the essential raw computing resources

for the cloud. The computing capability supported by the cloud depends
on the computing resources (e.g. CPU, memory, disk, and bandwidth)
the server cluster offers. The Cloud WPS framework supports both
public cloud and the private cloud, which means it could be im-
plemented inside in both public clouds (e.g. AWS, Google Cloud,
Azure), or private clouds powered by the open source IaaS cloud
management frameworks (e.g. Eucalyptus, OpenStack, CloudStack, and
OpenNebula). The platform block handles what PaaS cloud service
model does and basically follows the architecture of PaaS, which con-
sists of networking, storage, servers, virtualization, operating system,
middleware, and runtime. It is responsible for: (1) provision of the
managed application development and deployment platform; (2) vir-
tualization and virtual machine (VM) support above the physical ser-
vers; (3) optimization of networking capabilities and management of
IPs; and (4) automatic scale and load-balance of computing instances.

To integrate WPS with the existing cloud service model, the service
& client block are added on the top of the framework as the components
of SaaS layer. It is the core part of the framework, which provides
protocols, standard interfaces, security/authentication to wrap all Earth
science models, EO data, and geospatial processes into geospatial Web
services. Models, data, and processes are hosted inside the VMs that
managed by the cloud platform. In each VM, the service is published
through the standardized geospatial Web service such as WPS, WCS,
WMS, and WFS. Therefore, in this framework, all services are in-
dependently deployed but interoperable with each other. When users
send a request to execute a model, the model-ready VM would be called
and the entire computation would be executed inside the cloud infra-
structure. Moreover, the service & client block provides the user in-
terface with client interaction modules such as visualization, analysis,
management, and other applications. The Web-based client can be ac-
cessed by any Web browser on a desktop, laptop, smartphone, and ta-
blet. As a gateway of the framework, the client allows users to send a
request and receive the result from the server without worry about the
details of the development and deployment of the model, processes, and
applications.

2.4. Interoperability of the Cloud WPS framework

Fig. 2 illustrates the relationship among the components of the
Cloud WPS enabled system and the interoperability with other Earth
science information systems. The users of the Cloud WPS framework
enabled system could be divided into four groups: Earth scientists,
developers, administrators, and other users. Each group of users plays
its specific roles and holds specific permission and privilege. Earth
scientists are the top-level users who have the permission to directly
manipulate model, processes, and data through geospatial Web ser-
vices. Developers have the permission of accessing cloud instances and
are responsible for developing and publishing Earth science models as
geospatial Web services. Administrators have the root permission of
accessing the cloud management module. Other users share the com-
puting resources with Earth scientists but only have the permission of
accessing their own instances or Web services.

As shown in Fig. 2, in a Cloud WPS framework enabled system, all
models, processes, data, and Web services are deployed inside the VMs.
All VMs are isolated but can be interoperable with each other. Like all
private cloud platforms, the Cloud WPS framework enabled system is
powered by the cloud management module, which plays the role of
deploying and managing large networks of both physical server zones
and virtual servers. Besides the service and data deployed in the local
cloud infrastructure, the framework is interoperable with other data/
service providers such as NASA and NOAA. Moreover, it can be built as
a part of the hybrid cloud by integrating with public clouds and private
clouds. All VMs in the Cloud WPS framework enabled can be dis-
seminated through general VM formats (e.g., qcow2) compatible with
most of the cloud platforms. The model pre-installed VM could be en-
capsulated as the model template. With the model template, users couldFig. 1. High-level architecture of the Cloud WPS framework.
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deploy and reproduce one or more model-ready VMs inside any cloud.

3. Prototype of CMAQ as a Service

3.1. CMAQ model

Global air pollution and air quality issues have made a huge impact
on climate, environment, and especially human health (Akimoto,
2003). U.S. Environmental Protection Agency (USEPA) set six common
air pollutants as the “criteria air pollutants”: ground-level ozone, par-
ticulate matter, carbon monoxide, lead, sulfur dioxide, and nitrogen
dioxide (USEPA, 2017). Each pollutant has the specific physical and
chemical property which could affect human health and natural en-
vironment at different levels and in different ways (Kampa and
Castanas, 2008). As a well-vetted peer-reviewed scientific model for
modeling and simulating air quality, Community Multiscale Air Quality
(CMAQ) model provides the capability of estimating the distribution of
ozone, particulates, toxics, and acid deposition in the atmosphere
(CMAS, 2018). Before implementing CMAQ as Web Processing Service,
it is essential to understand how CMAQ model works.

The core CMAQ programs and its workflow is described in Fig. 3.
Major processors and the chemical-transport models of CMAQ modeling
system includes Sparse Matrix Operator Kernel Emissions (SMOKE)
model, Meteorology Model (MM5 or WRF), Meteorology-chemistry
interface processor (MCIP), Photolysis rate processor (JPROC), Initial
conditions processor (ICON), Boundary conditions processor (BCON),
and CMAQ chemical-transport model (CCTM). Among them, Emission
Model and Meteorology Model are third-party programs, which are not
part of CMAQ program but supply the necessary input data for air
quality simulation. MCIP, ICON, BCON, and JPROC are standard CMAQ
preprocessors providing the mandatory inputs for CCTM. The output
generated by CCTM then feeds back to ICON and BCON for nested si-
mulations. The function of each preprocessor is described as follow.

ICON: Initial Conditions Processor (ICON) preprocessor outputs a
gridded binary NetCDF file of the chemical conditions of the chemical

Fig. 2. Interoperability among the Cloud WPS framework enabled system, public/private cloud, and data/service providers.

Fig. 3. CMAQ core programs (adopted from (CMAS, 2012)).
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condition for the first hour of simulation in the modeling domain.
BCON: Boundary Conditions Processor (BCON) preprocessor out-

puts a gridded binary NetCDF file of the chemical conditions along the
horizontal boundaries of the modeling domain.

MCIP: Meteorology-Chemistry Interface Processor (MCIP) pre-
processor outputs the NetCDF formatted meteorology data required by
SMOKE and CCTM.

JPROC: Photolysis Rate Processor (JPROC) preprocessor outputs
the chemical-mechanism-specific clear-sky photolysis rates at fixed al-
titudes, solar hour angles, and latitude bands from tabulated absorption
cross-section and quantum yield (CSQY) data.

CCTM: CMAQ Chemistry-Transport Model (CCTM) is the core pro-
cessor of CMAQ, which simulates continuous atmospheric chemical
conditions by integrating the outputs from the above preprocessors and
SMOKE. CCTM outputs binary NetCDF files of gridded and temporally
resolved air pollutant information including 3-D CCTM hourly con-
centration file (CONC), 3-D CCTM ending concentration file (CGRID),
3-D CCTM integral average concentration file (ACONC), 2-D CCTM dry
deposition file (DRYDEP), 2-D CCTM wet deposition file (WETDEP), 2-
D CCTM visibility file (AEROVIS). Table 2 describes the details of the
CCTM output files.

3.2. System architecture

CMAQ-WS, a prototype of CMAQ as a Service, is developed based on
the Cloud WPS framework. A suite of advanced techniques, software,
and services have been applied to the implementation of this prototype.
As shown in Fig. 4. The prototype consists of four major components:
GeoBrain Cloud, CMAQ-WS, CyberConnector, and the Internet. This
section describes the major components of the CMAQ-WS prototype.

3.2.1. GeoBrain Cloud
All VM instances of the CMAQ-WS are powered by the GeoBrain

Cloud (http://cloud.csiss.gmu.edu), a private cloud platform running
by Center for Spatial Information Science and Systems, George Mason
University. GeoBrain Cloud mainly serves for Geospatial Web services
and provides computing source for EO data processing. Besides, a large
volume of EO data, such as Landsat data and MODIS data, are archived
inside the cloud. It is built with IaaS architecture, using Apache
CloudStack as the management framework to manage the network,
storage, computing resources, and VMs. By taking advantage of the
powerful open framework, the cloud management module offers an
elastic and flexible mechanism to assign the load to particular services
and dynamically assign the computing resources depending on the
input data volume. Users and developers may access GeoBrain Cloud in
different ways, including Web user interface, command line tools, and a
full-featured RESTful API. By integrating the EC2 compatibility inter-
face for Apache CloudStack, GeoBrain Cloud offers the API that is
compatible with API of AWS EC2 and S3.

The deployment of GeoBrain Cloud is based on the small-scale de-
ployment architecture. As shown is Fig. 5, the cloud platform physically
contains one management server, one layer-2 switch, Network File
System (NFS) server, and computing node. GeoBrain Cloud currently
manages over 300 CPU cores, 500 GB RAM, and 600 TB storage in total.
Plus, a cluster of NVIDIA Tesla K80 GPUs are equipped in the GeoBrain
Cloud's computing node which is mainly used for offering computing
capability for advanced machine learning tasks.

3.2.2. CyberConnector
CyberConnector is an EarthCube building block supporting the au-

tomatic preparation and feeding of on-demand EO data into Earth sci-
ence models. It adopts open geospatial standards/specifications to
process the EO and geoprocessing workflow. In the implementation of
CMAQ-WS, CyberConnector (1) automates the handshaking between
VMs that distributed in application layer, interface layer, service layer;
(2) plays as the front-end client between users and the service; and (3)
connects the CMAQ-WS with the Internet and other clouds.
Additionally, CyberConnector offers the capability to automatic tailor
multi-source EO data to model-ready input files and feed Earth Science
Models, which could save a tremendous amount of time and effort for
Earth science modelers (Sun et al., 2017a).

The procedure of using CyberConnector to execute CMAQ-WS is
simple. It utilizes Virtual Data Products (VDP) to build geoprocessing
workflow. CyberConnector provides a Web-based user interface al-
lowing users to search and order VDP. Fig. 6 shows the screenshot of
using CyberConnector to search and order VDP. In this case, CMAQ-WS
is implemented as a VDP which can be searched and ordered through
the CyberConnector Web client. After the order of CMAQ-WS is placed,
CMAQ required input data would be automatically tailored from dif-
ferent sources through CyberConnector and delivered to the CMAQ
VMs. Once the process is done, the result will be sent to users via
emails.

3.2.3. CMAQ-WS
CMAQ-WS is the core component of this prototype. It is composed of

a bunch of VM instances. According to the difference in the function-
ality, the instances deployed inside the CMAQ-WS can be divided into
three layers: application layer, interface layer, and service layer. The
followings are a description of the implementation and functionality in
each layer.

The application layer is the gateway of CMAQ-WS where the Web-
based clients are deployed. As the front-end client to access CMAQ-WS,
the Web-based client of CyberConnector is deployed inside this layer.
Besides, we implemented a lightweight Web application to test the
prototype. It is deployed inside the application layer as well. The user
interface of the CMAQ-WS test client is shown in Fig. 7. Two required
inputs in the CMAQ processes are CMAQ input configuration file and
cloud configuration file. CMAQ input configuration file contains the

Table 2
CCTM output files.

Output file File type Description

CONC CCTM hourly instantaneous
concentration file

The 3-D CCTM hourly concentration file (CONC) contains gas-phase species mixing ratios (ppmV) and aerosol species
concentrations (µg m 3); CONC files include instantaneous model species concentrations at the end of each model hour.

CGRID CCTM restart file The 3-D CCTM ending concentration file (CGRID) contains gas-phase species mixing ratios (ppmV) and aerosol species
concentrations (µg m 3); the CGRID file includes model species concentrations at the end of each simulation period.

ACONC CCTM hourly average concentration file The 3-D CCTM integral average concentration file (ACONC) contains average model species concentrations for each
model hour, as opposed to instantaneous concentrations at the end of each output time step.

DRYDEP CCTM hourly cumulative dry deposition
file

The 2-D CCTM dry deposition file (DRYDEP) includes cumulative hourly dry deposition fluxes (kg hectare 1) for selected
model species.

WETDEP CCTM hourly cumulative wet deposition
file

The 2-D CCTM wet deposition file (WETDEP) includes cumulative hourly wet deposition fluxes (kg hectare 1) for selected
model species

AEROVIS CCTM hourly instantaneous visibility
metrics

The 2-D CCTM visibility file (AEROVIS) contains hourly Mie and reconstructed visual range coefficients (km 1) and
normalized extinction coefficients (deciviews).
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information of all input data that required by the CMAQ model. Cloud
configuration file contains the preference of the cloud instance, such as
CPU cores and memory size, of the task.

The interface layer provides the standard interface to bridge the
application layer and the service layer. Standard geospatial services,
including WPS, WMS, WFS, and WCS, are implemented in this layer.
The prototype adopts WPS as the standard interface to access CMAQ
model. When a user calls the CMAQ service, a WPS request is sent from
the client VM that deployed inside the application layer. After the
process is done, the CMAQ output data would be returned through WPS
standard interface when the process is finished. In this study, CMAQ-

WS was implemented and tested with both WPS 1.0 and WPS 2.0
standard interface. We used the PyWPS as the framework of WPS 1.0
standard interface and manually implemented core components of WPS
2.0 standard interface to support asynchronous WPS processes. All basic
WPS operations such as GetCapabilities, DescribeProcess, Execute are
supported with WPS 1.0/2.0, GetStatus and GetResult are supported
with WPS 2.0.

The service layer hosts a number of model instances, geoprocessing
instances, and EO data instances. CMAQ model is implemented as the
model instance where CMAQ and its dependent libraries/software
packages are installed. CMAQ program, an open-source CMAQ im-
plementation developed and released by USEPA Computational
Exposure Division, is the main software package of the CMAQ model
instance. This prototype used CMAQ program v5.1 as the im-
plementation of the CMAQ model. In addition, required libraries and
dependencies such as NetCDF, I/O API, and MPICH need to be pre-
installed and configured inside the instance before running CMAQ
model. NetCDF (Network Common Data Form) is the software library
that developed and maintained by Unidata (http://www.unidata.ucar.
edu). To improve interoperability and re-usability, NetCDF became an
OGC standards in 2011 and Climate and Forecast (CF) extension to
NetCDF Core data model standard was approved in 2013 (Domenico
and Nativi, 2013). As the essential component to run CMAQ model,
NetCDF-C library and NetCDF-Fortran library need to be installed.
Models-3/EDSS Input/Output Applications Programming Interface (I/O
API) version 5.1 is another required library for CMAQ version 5.1. It
provides model developers with the programming library for data sto-
rage and access and is available in C and Fortran. MPICH is the library
enabling multiple processors for running CMAQ.

3.3. Workflow

The workflow of CMAQ-WS is demonstrated as the sequence dia-
gram in Fig. 8. Before initiating a CMAQ processing task, users could
get the list of available processes by sending GetCapabilities request
and check the description of specific processes by sending De-
scribeProcess request with CMAQ-WS Web client, CyberConnector Web
client, or any other WPS client. Then user executes the CMAQ process
with required WPS inputs (URL of input data and URL of configuration

Fig. 4. Components of the CMAQ-WS prototype. The prototype is composed by a group of VM instances which are managed/powered by the GeoBrain Cloud and
bridged by the CyberConnector.

Fig. 5. Deployment architecture of GeoBrain Cloud. The management server is
the gateway and router of the cloud platform which manages all hosts, storage,
and networking. Layer-2 switch deals with switching and redirecting data
packets. Computing node contains a cluster of physical server that offering
computing resources (e.g. CPU, GPU, RAM). NFS server provides the storage
pool for the cloud.
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file) to initiate a CMAQ processing task.
After the request is sent, CMAQ model VMs are automatically in-

stantiated and the task will be assigned to a particular instance based on
the cloud configuration file. By taking advantage of the elasticity of the
cloud, the CMAQ model VMs are dynamically allocated by WPS re-
quests. Then all input data will be fetched and fed into the CMAQ in-
stance. Three sources of the CMAQ input data are accepted in this
prototype: local data servers/VMs where the required input data are

stored, geoprocessing/model (e.g. WRF model) services where the re-
quired input data are tailored and generated, and other data providers
from the Internet. After fetching required input data, the CMAQ model
starts running inside the CMAQ model VMs. Once the process is done,
the output data are copied from the CMAQ model VMs to the data
server then the CMAQ model VMs are automatically destroyed. The
URL of the output data is returned as the output of the process and
CyberConnector will notify users via email. The running state of the

Fig. 6. Graphical user interface of CyberConnector.
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CMAQ processes could be checked through the GetStatus operation,
either the status of “running” or “done” is returned depending on the
actual processing status. And the final product could be retrieved
through GetResult operation. The user can download the CMAQ output
data from the data server with the output URL.

The prototype can be integrated as a part of the geoprocessing
workflow. Fig. 9 illustrates the sequence diagram of building a geo-
processing/model workflow with the prototype. In this workflow,
CMAQ-WS is not directly requested by users. Instead, as a part of the
requested geoprocessing/model workflow service, CMAQ-WS is called
when the required CMAQ input data is ready during the process of the
service. The output of CMAQ-WS then would be used for the rest steps
of the workflow. The final output of the workflow is copied/stored in
the local data server. As the intermediate data of the workflow, all
output data from the CMAQ-WS would be removed with the destruction
of geoprocessing/model VM.

The prototype provides an easy-to-use dissemination solution. All
components of the prototype, including client, WPS interface, CMAQ,
geoprocessing/model service, data server, are implemented as VM in-
stance. Each component can be disseminated through VM template in
qcow2 format which is a general VM format compatible with major

cloud platforms. With the VM templates image, users can upload the
template image to the private or public cloud platforms such as
OpenStack, CloudStack, and AWS.

3.4. Benchmark and validation

A series of experiments on the implementation using the CMAQv5.1
benchmark data as the input dataset has been conducted in this study.
The CMAQv5.1 benchmark data is the open access dataset, which can
be downloaded at https://www.cmascenter.org/download/software/
cmaq/tracker/cmaq5-1.cfm. To generate the CCTM data, all input data
need to be fed into the prototype and CMAQ processes need to be
executed. Three basic processes, which CMAQ model executes in the
prototype, are (1) MCIP to prepare the CMAQ-ready meteorological
data from the WRF output; (2) ICON and BCON to create initial and
boundary conditions input data; and (3) CCTM to estimate air quality
fields.

Assuming the WRF meteorology and SMOKE emissions data are
ready to use, WPS is expected to do is to generate ICON profile, BCON
profile, and CCTM output data. In this experiment, it takes only a few
seconds to generate ICON profile and BCON profile. However,

Fig. 7. Graphical user interface of CMAQ-WS test client.
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Fig. 8. Sequence diagram of the workflow of CMAQ-WS prototype.
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generating CCTM output data could take a couple of hours. The pro-
totype aims to publish CMAQ model as the Web Processing Service. It
could be a tough job for users to run CMAQ model through WPS 1.0 due
to the longtime process of CCTM and unavailability of asynchronous
processing capability in WPS 1.0. To handle this issue, the Cloud WPS
framework adopts the WPS 2.0 standard interface, which provides the
asynchronous processing capability.

A group of tests with different computing resource offerings have
been conducted for testing the performance of CMAQ-WS. The instance
types and the specification that GeoBrain Cloud offers are listed in
Table 3. The CMAQ program supports serial mode and Message Passing
Interface (MPI) mode. Serial mode only allows CMAQmodel running on
a single CPU core, no matter how much the instance offers. MPI, on the
other hand, is a standard interface for parallel computing (Pacheco,
1997). Running the CMAQ model in MPI mode could make the most of
the power of multi-core CPU and substantially reducing the computa-
tion time. This test compares the performance of CMAQ-WS in both
serial mode and MPI mode. Fig. 10 displays the test result of running
the CMAQ-WS with multiple instance type. In the serial mode, in-
creasing the number of CPU cores does not observably improve the
performance of CMAQ-WS. In the MPI mode, the performance is sig-
nificantly improved with the increasing of the number of CPU cores.
There is no distinct difference for the performance of the service while running on the Small instance with single CPU core.

To validate the output data, the CCTM outputs have been compared
with CMAQ reference benchmark data which could be accessed at
https://www.cmascenter.org/cmaq/. The result shows the content and
size of CCTM data generated from the prototype are the same as the
reference benchmark data. Fig. 11 displays the selected pollutants of
CMAQ hourly average concentration (ACONC) data generated by the
CMAQ-WS. Fig. 12 compares the output ACONC data of CMAQ-WS and
CMAQ reference benchmark data.

4. Discussion

This section is organized to (1) summarize the answers to the

Fig. 9. Sequence diagram of building geoprocessing/model workflow with CMAQ-WS.

Table 3
Instance type of GeoBrain Cloud.

GeoBrain Cloud
Instance Type

CPU
(core)

Memory (GB) Equivalent Amazon EC2
Instance Types

Small 1 2 t2.small
Medium 2 4 t2.medium
Xlarge 4 16 t2.xlarge
2xlarge 8 32 m5.2xlarge
3xlarge 12 48 N/A
4xlarge 16 64 m5.4xlarge

Fig. 10. Performance of running CMAQ-WS with multiple instance type.
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questions that are posed in Section 1; (2) address some limitations on
the current implementation; and (3) discuss the potential improvement
methods and the future work.

The first question is how the Cloud WPS framework simplifies the
installation and configuration process of the Earth science model. In the
case of the implementation of CMAQ as a Service, since the CMAQ-WS

has been pre-installed and configured inside the VM, which is in-
stantiated from the model-ready VM template image, users do not have
to spend time on the installation and configuration of CMAQ model.
Technically, developers still have to set up the original VM template
image, and this process is required and not simplified. But once the
model VM template image is ready, the model VM would be directly

Fig. 11. Visualization of hourly average pollutant concentration output data.

Fig. 12. Comparison between CMAQ-WS outputs and reference benchmark data.

C. Zhang et al. Environmental Modelling and Software 113 (2019) 29–41

39



instantiated without installation and configuration for each use of any
user.

The second question is how can the model be published as a service
and interoperated through the standardized interface. The feasibility of
implementing CMAQ model as the WPS has been explored in this study.
With the support of OGC WPS standard interface, the CMAQ-WS is
interoperable with any standardized service. As the originality of this
work, the Cloud WPS framework provides a general solution to in-
tegrate Earth science model, WPS, and cloud infrastructure. In a Cloud
WPS framework enabled system, all models, geoprocessing, are EO data
are deployed as VM instance. All instances are isolated but can be in-
teroperable with each other.

The third question is how much performance of the model can be
improved by moving the computing from local to the cloud. The im-
plementation of the CMAQ-WS prototype is completely powered by
GeoBrain Cloud. It is an IaaS architecture-based cloud platform that
offers a lot of advantages including: (1) services and applications that
are deployed on the cloud are easy to access, and data stored in the
cloud are easy to share; (2) rather than storing in the local storage of
individual computing devices, data and software that stored in the
cloud are more reliable and ready for use; (3) computing capability
offered by the cloud infrastructure is much more powerful and flexible
than local computing resources traditionally available to researchers;
and (4) users do not have to take responsibility for maintaining the
computing resources. These merits could significantly benefit the Earth
scientists, especially those who are non-professional IT users but
dealing with large-scale EO data processing.

The originality of this work is the Cloud WPS framework, which
provides a general solution to integrate Earth science model, WPS, and
cloud infrastructure. Compared to the traditional way of Earth science
modeling, this framework brings a lot of benefits, such as simplicity,
ease of use, and no local computing resource requirement, to Earth
scientists. However, the current prototypical implementation of the
Cloud WPS framework still has some limitations. The input data of the
CMAQ model are usually generated from the WRF model. In this study,
we focused on the implementation of the CMAQ model and assumed
that the WRF meteorology and SMOKE emissions data are ready to use.
To build a full environmental modeling system and implement WRF-
CMAQ two-way coupled model upon the current prototype, the WRF as
a Service needs to be implemented along with the CMAQ as a Service.

The prototype has been implemented only on the GeoBrain Cloud
platform and tested internally. To test its interoperability between the
GeoBrain Cloud and other private and public cloud, the prototype needs
to be migrated to other private and public cloud. Although the dis-
semination of VM is not a labor-intensive task, the large size of the
model VM template image could be a limitation when disseminating the
VM. For each instance of the prototype, it contains not only model re-
lated programs but the entire operating system. A potential solution is
adding a Docker container layer between the service layer and the
platform layer in each VM instance. By integrating the framework with
Docker, the model, client, data, or standard interface could be exported
as the Docker image and may significantly facilitate the dissemination
of the service.

In the next stage, we are going to tackle the above limitations and
improve the proposed framework. Additionally, further tests will be
performed by applying advanced parallel computing approaches, such
as MapReduce, with a larger volume of data from different sources. The
CMAQ model will be updated from CMAQv5.1 to CMAQv5.2, which is
the latest version of CMAQ software. Moreover, more Earth science
models other than CMAQ will be tested with the Cloud WPS framework.
To make the prototype more powerful and more flexible, a series of
upgrades to the current geospatial Web services and cloud infra-
structure will be conducted. More services and datasets will be regis-
tered into CyberConnector, and more high-performance computing re-
sources will be added to the GeoBrain Cloud. With the improvement of
both software and hardware, more features and functions of cloud-

based WPS will be explored in the future.

5. Conclusion

This study explored the cloud-based Web Processing Service and
presented the Cloud WPS framework. Particularly, a prototype of
CMAQ as a Service was implemented as CMAQ-WS. All components of
the prototype, including Web-based client, standard interfaces, models,
EO data, and geoprocessing, were deployed as VM instances, managed
by GeoBrain Cloud, and seamlessly bridged by the CyberConnector. A
group of validation experiments were performed using the CMAQv5.1
benchmark dataset to validate the implementation. The result shows
the proposed framework provides a general solution for integrated
manipulation of models, data, and processes through OGC standard
interfaces over the cloud. By implementing CMAQ-WS inside the cloud
infrastructure, the performance of the CMAQ model can be significantly
improved. Meanwhile, Earth scientists would be relieved from model
installation, data collection, and large-scale computation so that they
can concentrate on research issues instead of tedious tasks on software
installation and maintenance as well as data collection and preproces-
sing.
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